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Abstract. A method of imaging distributions of cold atoms under the presence of large trapping-field-
induced level shifts is investigated. By utilizing a probe laser tuned to an open transition, the fluorescence
yield per atom is largely fixed throughout the trap volume, independent of the trapping field. This enables
a reliable conversion of fluorescence images into atomic-density profiles. The method is applied to measure
distributions of 87Rb atoms in a high-gradient (2.7 kG/cm) magnetic atom guide. We characterize the
parameters for which the open-channel imaging method performs best. Results of quantum Monte Carlo
simulations verify the underlying assumptions of the method.

PACS. 32.50.+d Fluorescence, phosphorescence (including quenching) – 32.80.-t Photon interactions with
atoms

1 Introduction

While the development of a wide variety of traps for
atoms [1] and molecules [2] has spanned the past few
decades, imaging has been the key to observing and inves-
tigating physical phenomena in trapped-particle clouds.
The most common method of imaging distributions of
cold atoms involves illuminating the trap region with a
monochromatic probe laser tuned to a closed-channel “cy-
cling” transition and detecting the ensuing fluorescence or
measuring the probe absorption. Closed-channel imaging
leads to a high photon yield per atom and thus a high
signal-to-noise ratio of the images. In high-gradient traps,
the fluorescence rate per atom is highly dependent on po-
sition due to spatial variations of Zeeman- and/or Stark-
shifts throughout the sample, variations of the angle be-
tween the laser polarization and the trapping fields, and
optical pumping among magnetic sublevels. In this case,
the processing of fluorescence images into actual parti-
cle density distributions requires very detailed modeling.
Hence, magnetic, electric, and optical trapping fields are
typically switched off during the fluorescence or absorp-
tion imaging. By switching the fields off, the spatial vari-
ation of the fluorescence rate is avoided, resulting in a
uniform photon yield per atom and reliable conversion of
fluorescence images into density distributions.

In some systems, switching the trapping fields off in
order to perform distribution measurements may not be
possible or even desirable. This is the case, for example,
in magnetic atom traps where ferromagnetic materials are
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used [3,4]. In experiments involving magnetic traps with
high field gradients, such as achieved in atom-chip exper-
iments [5] or high-gradient atomic guides [6], the process
of switching fields can involve switching large currents.
This leads to rapid thermal cycling effects that may cause
micro-leaks to appear at the vacuum feedthroughs [7]
and also to transients in the current loop due to high
inductance. In other cases, it is desired to measure the
steady-state distribution of cold atoms in systems with an
equilibration time in the range of several seconds or more,
such as a scheme shown to load a Ioffe-Pritchard trap with
chromium atoms [8] as well as continuously loaded, long
atom guides [7,6]. In such cases, switching the fields off
in order to acquire an image will necessitate a long wait-
ing time for the system to become ready again for the
next image to be taken. Consequently, an unacceptably
low measurement repetition rate may result. Therefore, a
robust imaging method is needed that delivers true rep-
resentations of cold-atom distributions with the trapping
fields left on.

At least two methods exist from which a signal that
is directly proportional to the density of the sample
can be delivered. The first, phase-contrast imaging (a
non-destructive scheme), allows one to measure the change
of the index of refraction for far-off-resonant light propa-
gating through an atomic sample that is optically dense
at resonant frequencies. The disadvantage of this method
lies in the requirement to have atomic samples of very
high density, which in many cases are not available. A sec-
ond method relies on the optical pumping of atoms using
an open transition. This open-channel imaging method
is occasionally used to measure the total atom number
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Fig. 1. Contour plot of the magnetic field of the atom guide
vs. position (x, y). The contour lines show the transverse mag-
netic trapping field established by two parallel wires carrying
parallel currents of 300 A. This establishes a field gradient of
2.7 kG/cm in the vicinity of the minimum of the magnetic-
field strength. The separation between adjacent contour lines
is 20 G. Typical distributions of trapped atoms (overlaid curve)
extend into regions with magnetic fields on the order of 50 G,
corresponding to Zeeman shifts on the order of 70 MHz.

in optically thick samples [9,10]. As discussed in this pa-
per, in certain cases open-channel probing also is the best
method to characterize non-optically-thick magnetically
guided atomic beams. Recently, Lahaye et al. [7] have
used open-channel absorption measurements to obtain
profiles and fluxes of magnetically guided atomic beams,
and open-channel fluorescence has been imaged to obtain
pictures of such beams [6].

In this paper, we characterize the performance of the
open-channel cold-atom imaging method in cases where
Zeeman shifts change significantly through the detection
region. The method yields accurate atomic density distri-
butions and should be applicable to other trapping situa-
tions. We believe that this method could also be useful to
image trapped molecules (which do not offer closed optical
transitions).

2 Magnetic-trapping device

The magnetic-trapping setup used to demonstrate open-
channel imaging consists of a high-gradient magnetic
guide with a two-wire geometry in which 87Rb atoms are
guided (for a detailed description, see [6]). In this setup,
approximately parallel water-cooled copper tubes of about
2 m length, carrying parallel currents of 300 A, create a
linear magnetic guide with a magnetic gradient as large
as 2.7 kG/cm at the guide axis. The cross-section of the
trapping magnetic field is shown in Figure 1.

To fill the guide with cold atoms, a primary, unguided,
cold atomic beam generated by a pyramidal magneto-
optic trap (PMOT) [11,12] intersects with the atom guide.
A so-called moving-MOT (MMOT) [13,14] then transfers
the atoms from the primary atomic beam into the mag-
netic guide. The MMOT employs cooling lasers ∼16 MHz

Fig. 2. (Color online) (Left) Fluorescence image of a distorted
atomic beam obtained with a continuous probe. (Right) Non-
distorted atomic beam imaged via strobed probe pulses of 20 µs
duration and 1 ms separation.

red-detuned to the 5S1/2 F = 2 ↔ 5P3/2 F ′ = 3 cycling
transition of 87Rb. The MMOT collects atoms from the
primary atomic beam, cools them onto the atom-guide
axis, and launches them into the atom guide with a veloc-
ity of 2.5 m/s parallel to the guide axis. To avoid trap-loss
due to the scattering of MMOT stray light, the injected
atoms are optically pumped into the |F = 1, mF = −1〉
ground state while exiting the MMOT. The atoms travel
in the magnetic guide to a detection region about 1.7 m
away from the injection point. As shown by the overlay in
Figure 1, a typical distribution of atoms in the detection
region samples magnetic fields up to 50 G. Such fields
result in Zeeman shifts on the order of 70 MHz, which
exceed the linewidth of typical probe transitions, such as
the Rb 5S1/2 → 5P3/2 transition (wavelength λ = 780 nm,
linewidth Γ/2π = 6 MHz), by about a factor of ten. Be-
cause the device operates in a continuous manner (with
the magnetic field always on), Zeeman shifts must be
taken into account when analyzing fluorescence images of
the atomic flow. In the following, it is described how the
atomic density distribution can be measured using images
obtained in the presence of these Zeeman shifts.

3 Closed-channel imaging

3.1 Continuous atomic-beam probing

To most readily observe the atomic beam, continuous re-
pump and probe lasers are co-aligned such that they illu-
minate a small portion of the atomic flow. The re-pump
laser, tuned to the F = 1 → F ′ = 2 transition, opti-
cally pumps the guided atoms in the |F = 1, mF = −1〉
state into an F = 2 state. The re-pumped atoms generate
abundant fluorescence from the probe laser, which is tuned
on-resonance with the closed-channel F = 2 ↔ F ′ = 3
cycling transition. The fluorescence imaged onto a CCD
camera enables continuous, spatially resolved, real-time
atomic-beam observation (see Fig. 2, left image).

Continuous imaging of the atomic distribution has cer-
tain drawbacks. The radiative force from the probe laser
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accelerates atoms quickly out of resonance and causes a
diminishing signal in the atomic beam direction. Further,
due to re-pumping of the atoms into the F = 2 bright
state and the subsequent closed-channel fluorescence on
the F = 2 ↔ F ′ = 3 transition, a mixture of low- and
high-magnetic-field seeking sub-levels is populated. The
magnetic-dipole force in the guide is different for these
various magnetic sub-levels. In addition, the atoms are
exposed to the diffusive component of the radiative force
due to the probe laser. Hence, the atomic flow is signifi-
cantly diffused in a complicated manner during the imag-
ing. Therefore, the observed image profile transverse to
the atom flow is wider than the actual atomic distribu-
tion in the guide. The widening of the atomic-beam profile
increases in the direction of the atomic flow. The fluores-
cence also diminishes in the direction of the atomic flow
due to the reduction in the atomic density and the in-
crease of both Doppler and Zeeman shifts. These effects
lead to images of a broadened and distorted atomic-beam,
as shown in the left panel of Figure 2.

3.2 Elimination of image distortion using a strobe
technique

In order to obtain undistorted images of the atomic distri-
bution, the re-pump and probe beams in the imaging re-
gion are pulsed. The duration of each strobe pulse is short
enough such that particle motion during the strobe-pulse
duration can be neglected. The waiting time between sub-
sequent strobe pulses is chosen sufficiently long that each
strobe pulse interacts with an entirely undisturbed section
of guided atomic beam.

For 87Rb, the scattering rate at saturation intensity
(about 107 s−2) corresponds to an average acceleration
of 6 × 104 m/s2 for atoms resonant with the probe light.
Assuming that an atom starts from rest, its displacement
during the 20 µs long detection pulse is ≤ 12 µm. Be-
cause this displacement is much smaller than the atomic-
beam diameter (about 200 µm), atomic-motion-induced
blurring can be neglected for strobed atomic-beam im-
ages. To obtain a high signal-to-noise ratio in the strobed
fluorescence images, typically 1000 strobed images are ac-
cumulated (which takes only on the order of 1 second).
The strength of the strobing technique becomes apparent
by comparing the left (continuous) and right (strobed)
panels of Figure 2. The strobed image is not blurred in
the direction transverse to the atomic flow and extends
in an unabated manner over the 500 µm length of the
illuminated atomic-flow segment.

3.3 Influence of Zeeman effects

In a high-gradient magnetic guide such as ours, atoms are
tuned out of resonance from the probe laser frequency
at distances of only a few tens microns away from the
guide axis. Due to the spatial variation of Zeeman shifts,
the number of closed-channel probe photons scattered per

atom varies in a complicated manner throughout the de-
tection region. The spatial variation in the number of
probe photons scattered per atom becomes even more sig-
nificant because of the position-dependence of the probe-
beam intensity, the position-dependence of the angle be-
tween laser polarization and magnetic field, and optical
pumping among magnetic sublevels. Consequently, fluo-
rescence images produced by a strobed, monochromatic,
closed-channel probe laser differ strongly from the den-
sity profile of cold atoms in the magnetic guide. Thus, it
is highly impractical to extract the atomic density profile
from the measured closed-channel fluorescence images.

4 Open-channel imaging

4.1 Outline of the method

The difficulties described in Section 3 are circumvented
by using an imaging method that produces a constant
photon yield per atom, independent of atom location and
detailed laser parameters. The method relies on the use
of an open-channel transition to probe the atoms. In the
present case, in which 87Rb atoms are traveling in the
|F = 1, mF = −1〉 state, the open-channel transition is
the F = 1 → F ′ = 2 re-pump transition. An atom in
F = 1 scatters a re-pump photon and decays into one
of the two hyper-fine ground levels F = 1 and F = 2.
If the atom decays into the F = 1 level, the scattering
process is repeated. If the atoms decays into the F = 2
level, it ceases to scatter more probe photons because the
F = 2 → F ′ = 2 transition is 6.83 GHz red-detuned from
the re-pump transition. In Section 4.2, we find that, on
average, an atom scatters 2.5 photons before being trans-
ferred into the non-resonant F = 2 state, independent of
laser intensity and Zeeman shift. To ensure a uniform pho-
ton yield throughout the atomic sample, we only require
the excitation rate on the open-channel re-pump transi-
tion F = 1 → F ′ = 2 to be �2.5 times the inverse imaging-
pulse width (�2.5×(20 µs)−1 = 1.25 × 105 s−1 under
the conditions of Fig. 2). Assuming an intensity of 10Isat,
where Isat = 1.6 mW/cm2 is the saturation intensity, this
condition is satisfied well for magnetic fields up to at least
∼60 G. If the atomic distribution samples magnetic fields
less than this value, as in Figure 2, almost all atoms will
have sufficient time to become optically pumped into the
non-resonant F = 2 state during their interaction with
the open-channel imaging pulse. Consequently, the pho-
ton yield per atom will be uniform throughout the atomic
sample, and the fluorescence images will be proportional
to the atomic distribution projected onto the image plane.
The only disadvantage of this method is that the aver-
age yield of 2.5 photons per atom is quite low. Hence, a
sensitive camera is required to acquire the open-channel
images.

4.2 Simulation

We have simulated the open-channel detection process of
cold 87Rb atoms in the |F = 1, mF = −1〉 state in the
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magnetic field generated by two parallel wires carrying
parallel currents of 300 A (as in Fig. 1). Using the quantum
Monte-Carlo wave function (QMCWF) technique [15], we
simulate the time evolution of the atoms in a laser field de-
tuned by −15 MHz from the F = 1 → F = 2 open-channel
probe transition, corresponding to the experimental con-
ditions. In the simulation, we include the ground state
hyperfine levels F = 1 and F = 2 and the excited-state
levels F ′ = 0, 1, and 2. The exact magnetic field of appro-
priately placed line currents extending in the z-direction
is used, resulting in a transverse gradient of 2.7 kG/cm in
the vicinity of the minimum of the magnetic-field strength,
as shown in Figure 1. Zeeman shifts are assumed to be lin-
ear throughout the detection region. For the ground-state
manifold (F = 1, g-factor gF = −1/2), this approxima-
tion is very well satisfied due to the large hyperfine split-
ting (6.83 GHz) between F = 1 and F = 2. The coupled
excited-state manifolds (F ′ = 0, 1, and 2 with gF′ = 2/3)
have rather small separations (72 MHz between 0 and
1, and 157 MHz between 1 and 2). Consequently, in the
magnetic-field range B � 60 G occupied by the atoms (see
Fig. 1) the Zeeman shifts of some excited-state sublevels
exhibit deviations up to about 40 MHz from linearity [16].
While in our simulation we neglect these nonlinearities, we
believe that our simulation results are qualitatively valid
because most Zeeman components of the open-channel
probe transition are quite far-off-resonant anyways. As in
the experiment, the polarization of the simulated open-
channel imaging beam is linear, transverse to the guide
wires, and in the plane spanned by the guide wires. The
temperature of the guided atomic beam is low enough that
Doppler shifts (�1 MHz) are entirely negligible.

In the simulation, we average 500 quantum trajectories
at each point on a uniform grid in a plane transverse to the
line currents within the detection region. Each quantum
trajectory is propagated until the atom is transferred from
the F = 1 into the F = 2 sub-level, or until the simulation
time reaches the end of the 20 µs imaging pulse. During
the imaging pulse, the atoms are assumed to be station-
ary. The observables of primary interest are the average
photon yield per atom and the probability that an atom
is transferred into the F = 2 state, each as a function of
position.

The results show that, for a sufficiently intense probe,
atoms become transferred into the F = 2 state with near
100% probability, as can be seen in the right panel of Fig-
ure 3. In a crude approximation, one may assume that in
the simulated open-channel detection process the atoms
are predominantly excited into the F ′ = 2 level. By sum-
ming over the transition probabilities, one can see that
the decay probabilities from F ′ = 2 state into the ground
hyperfine levels F = 1 and F = 2 are 50% each. Thus, ne-
glecting off-resonant excitation into the F ′ = 1 and F ′ = 0
levels, the probability P (n) that an atom scatters n pho-
tons while being transferred into the F = 2 ground state is
P (n) = 2−n. The average photon number then is expected
to be 〈n〉 =

∑∞
n=1 nP (n) = 2.

However, the results from the simulation show that,
for magnetic field magnitude �30 G, the average num-
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Fig. 3. Probability that an atom is transferred into the F = 2
state during the 20 µs open-channel imaging pulse vs. posi-
tion (x, y), for probe intensities 2Isat (left) and 20Isat (right).
The probe laser propagates along the y-direction, is linearly
polarized in x-direction, and is detuned by −15 MHz from the
F = 1 → F = 2 transition. In the high-intensity case, it is
apparent that nearly 100% transfer is achieved throughout the
displayed spatial range.

ber of photons required to optically pump atoms into the
F = 2 ground state is > 2. This can be explained as fol-
lows. For higher magnetic field values, the magnetic sub-
components of the F = 1 → F ′ = 2 transition tune out
of resonance due to Zeeman shifts, and photon scatter-
ing due to the F = 1 → F ′ = 1 transition becomes
more significant. The probability that an atom excited
into the F ′ = 1 level decays back into the F = 1 ground
state is 5 times greater than that of decaying into the
F = 2 ground state. Thus, for higher magnetic fields, as
the F = 1 → F ′ = 1 transition becomes more important,
an atom scatters more photons before becoming optically
pumped into the F = 2 ground state. The simulation re-
sults shown in Figure 4 indicate that for an atomic beam
of ∼200 µm diameter and I = 20Isat, each atom scatters
on average 2.5 photons, with a variation <0.5 photons.
Under these conditions, almost all atoms are optically
pumped into the F = 2 ground state, as shown in the
right panel of Figure 3.

It is apparent in Figures 3 and 4 that low illumina-
tion intensity results in a strong position dependence of
the transfer efficiency and photon yield, respectively. The
radial dependence is largely due to the increase of the
Zeeman shift as a function of radial position in the mag-
netic guide. The structures present in the angular degree
of freedom reflect the fact that the angle between laser
polarization and the magnetic field varies throughout the
detection region. This leads to variations in the relative
importance of π, σ+ and σ− transitions and in optical
pumping among the magnetic sublevels of F = 1.

Overall, the QMCWF simulations verify that for a suf-
ficiently high probe intensity the open-channel imaging
technique yields a nearly uniform number of photons per
atom throughout the probe region. For trap-field-induced
shifts of the open-channel probe transition �100 MHz and
an imaging-pulse duration of 20 µs, the simulations show
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Fig. 5. (Color online) Imaging setup. The imaging light first
passes through an acousto-optic modulator (AOM) which pro-
vides fast switching for the imaging pulse. The pulsed imaging
light is then passed through a fiber, collimated, and directed
onto an aperture of ≈1 mm diameter. By imaging the aperture
into the probe region of the magnetic guide, an approximate
top-hat intensity profile of the imaging beam is achieved. The
imaging beam is polarized along the x-axis. Each probe pulse
optically pumps the atoms from F = 1 into F = 2, thereby
generating ≈2.5 photons per atom. This open-channel fluores-
cence is observed using a lens system that images the guided
atomic beam onto a sensitive CCD camera with a 1:2 magni-
fication ratio.

that an imaging-pulse intensity of 10Isat is sufficient to
achieve a uniform photon yield.

4.3 Imaging setup

The utilized imaging setup is shown in Figure 5. A laser
locked 15 MHz below the F = 1 → F ′ = 2 transition
provides both re-pumping light for laser-cooling as well as
the open-channel probe light for imaging of the magnet-

ically guided atoms. An acousto-optic modulator (AOM)
in a double-pass configuration allows for fast switching
of the imaging pulse. The probe beam is aligned through
the AOM such that its frequency is not shifted during
its on-phase, while a complete extinction is achieved dur-
ing its off-phase (see bow-tie beam path through AOM in
Fig. 5). The time interval between adjacent imaging pulses
is chosen sufficiently long that each imaging pulse interacts
with a completely undisturbed sample of the atomic beam.
For the results presented here, 20 µs detection pulses are
followed by waiting intervals ranging from 1 ms at low
imaging-beam intensity to 4 ms at high intensity. The
output of the AOM is passed through a single mode fiber
and collimated to obtain a clean spatial Gaussian mode
of about 5 mm diameter. This beam is then used to il-
luminate an aperture ≈1 mm in diameter. This filtering
technique creates an approximate top-hat intensity pro-
file immediately after the aperture. By imaging the plane
of the aperture directly into the atomic beam, as indi-
cated in Figure 5, the intensity profile of the probe beam
in the detection region also represents a top-hat profile,
with minimal diffraction effects. Two benefits of this il-
lumination method are that the intensity throughout the
detection region is uniform and that scattering of probe
light on the guide wires is minimized.

Because one probe pulse yields only ≈2.5 photons per
atom emitted over a solid angle of 4π steradians, and
because there are only about 9000 atoms in the probe
volume, an efficient imaging of the atomic fluorescence
is critical. The imaging system consists of two 2-inch di-
ameter achromatic lenses with an object-side numerical
aperture of 0.3 and magnification factor of 2. We further
use a back-illuminated CCD (quantum efficiency ≈75%
at 780 nm) from Andor Technology to detect the atomic
fluorescence (Part number iXon DV-887 ECS BV). This
CCD has an on-chip charge-amplifying gain element that
enables near-single-photon detection capability.

4.4 Open-channel imaging results

In Figure 6 we show a comparison between atomic-
beam fluorescence profiles measured using either a closed-
channel image or an open-channel image. The profiles are
obtained by integrating images such as the ones shown
in Figure 2 along the atomic-beam direction, defined to
be the z-axis (vertical axis in Fig. 2). In order to elimi-
nate the influence of diffraction effects and of the circu-
lar shape of the illumination region on the beam profiles,
the integration range is limited to a region in which the
measured fluorescence does not significantly depend on z.
While the closed-channel measurement in Figure 6 has a
high signal strength and a high signal-to-noise ratio, it
does not reflect the true atomic distribution, as explained
in Section 3.3. The open-channel profile in Figure 6 reveals
that the atomic-beam density profile is significantly wider
than suggested by the closed-channel profile. Thus, Fig-
ure 6 shows the advantages of using images obtained with
an open-channel probe over those obtained with a closed-
channel probe for determining atomic distributions. In the
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Fig. 6. (Color online) (Top curve) Fluorescence profile of a
magnetically guided beam of cold atoms obtained by open-
channel (F = 1 → F ′ = 2) fluorescence imaging using probe
intensity of 5Isat. (Bottom curve) Corresponding fluorescence
profile obtained by measuring fluorescence from the closed-
channel F = 2 ↔ F ′ = 3 cycling transition.

following, we demonstrate experimentally that for suffi-
ciently high probe intensity, open-channel imaging pro-
vides fluorescence images that are approximately propor-
tional to the underlying atomic-beam density profiles.

The open-channel fluorescence images displayed in the
insets on the right of Figures 5 and 6 are background-
subtracted, discrete, pixelated images Npix(i, k). The cor-
responding area densities of atoms in the xz-object plane
are obtained from

nA,area(x, z) = ηNpix(i, k) (1)

where (x, z) are the object-plane coordinates that corre-
spond to the discrete image-plane pixel coordinates (i, k).
The factor η is given by:

η =
1

2.5
1

Nshot

1
ηccd

4π

Ωlens

1
A

. (2)

There, the factor 1/2.5 accounts for the fact that each
atom is assumed to scatter 2.5 photons, Nshot is the num-
ber of strobe pulses that have contributed to the image,
ηccd is the pixel count the CCD produces per single photon
passing through the camera lens, Ωlens is the solid angle
subtended by the lens aperture from the location of the
atoms, and A is the object-plane area that corresponds to
one camera pixel (A equals the CCD-pixel area divided
by the square of the imaging magnification factor). The
values of ηccd and Ωlens have been measured using several
calibration setups. The apparent number of atoms in the
detection volume per length in x-direction, nlin(x), com-
puted under the assumption that each atom has scattered
2.5 photons during the imaging pulse, is then given by

nlin(x) =
∫ Lz

0

nA,area(x, z)dz, (3)

where the range of the z-integration, Lz, is given by the
extent of the probe light in the z-direction.
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Fig. 7. (Color online) The linear density of detected atoms
nlin(x) derived from fluorescence images obtained with the in-
dicated intensities of the open-channel imaging laser. For clar-
ity, the curves are offset from each other by a constant amount.
With increasing intensity, the profile converges towards the
atomic density distribution. At high intensity, the noise level
increases due to an increasing amount of probe-beam stray
light from the vacuum windows and guide wires (the stray light
scales linearly in intensity). Atoms upstream of the detection
region in the guide also scatter probe-beam stray light, leading
to an atom loss that scales linearly in probe intensity. This loss
becomes noticeable at probe intensities �15Isat.

In Figure 7, we show apparent linear atom densities
nlin(x) for different imaging-laser intensities. For the ap-
parent linear atom density nlin(x) to represent the ac-
tual linear atom density, the open-channel imaging pulse
must be sufficiently intense that γsτ �2.5 throughout the
atomic sample, where γs is the photon scattering rate on
the open-channel transition and τ is the duration of the
detection pulse. Under that condition, almost all atoms
in the detection region are transferred into the F = 2
state during the probe pulses, and the photon yield per
atom uniformly equals ≈2.5 photons per atom. At too low
probe intensity, the atoms are under-counted because the
average photon yield per atom is <2.5. The data shown in
Figure 7 demonstrates that with increasing probe intensity
the apparent linear atom density actually converges to an
intensity-independent result, which approximately reflects
the true linear atom density. In Figure 7, the displayed
profiles show the true linear atom density for intensities
I � 5Isat.

In the measurement shown in Figure 7, the open-
channel imaging laser was slightly detuned from the F =
1 → F ′ = 2 atomic resonance for technical reasons. This
detuning causes the open-channel imaging laser light to
be resonant with an F = 1 → F ′ = 2 transition at a dis-
tance of approximately 30 µm from the center of the trap.
At low intensity, the non-uniform scattering behavior (see
left panel of Fig. 4, where the probe detuning is taken into
account) results in a double-peak structure in the fluores-
cence profiles, as can be seen in Figure 7 for I � 1Isat.
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Fig. 8. Fraction of detected atoms as a function of the intensity
of the open-channel imaging pulse. The data are obtained by
integrating the curves in Figure 7 and by normalizing with the
result obtained in the high-intensity limit (which corresponds
to 9000 atoms). The slight decrease observed at intensities be-
yond I �15Isat is due to the probe-light scattering mentioned
in the caption of Figure 7.

As the imaging-beam intensity and thus the scattering
rate γs increase, the double-peak structure disappears,
while the apparent linear atom density distribution con-
verges towards the actual one.

The apparent numbers of atoms in the detection
volume for different open-channel probe intensities are
calculated by integrating the profiles in Figure 7. In
Figure 8 we show the detected fraction of atoms, i.e.
the ratio of the apparent number of atoms calculated
at a given open-channel probe intensity to the number
of atoms calculated in the limit of high probe inten-
sity. As shown in Figure 8, the detected fraction of
atoms increases as the intensity of the probe pulse
is increased. The detected fraction saturates around
5Isat, indicating that under this condition all atoms
become optically pumped from the F = 1 to the F = 2
ground state and deliver, on average, 2.5 photons each.
Figure 8 exhibits a plateau region extending from 5Isat

upward. On the plateau, the open-channel imaging is
fully effective throughout the probe volume. We find
that the plateau corresponds to 9000 atoms present
in the detection volume. For the data in Figure 8 the
length of the illumination region was Lz = 690 µm, and
the atomic-flow velocity vz = 1.8 m/s (measured with a

time-of-flight method). Thus, the atom flux in the guide
is 9000×(vz/Lz) = 2.3×107 atoms s−1, as reported in [6].

5 Conclusion

We have characterized an open-channel detection tech-
nique for measuring atomic distributions in high-gradient
magnetic traps. This technique does not require the trap-
ping field to be switched off and therefore is most useful
for static-field traps. This technique is easy to implement
in any existing imaging setup and can be generalized to
traps that involve both electric and magnetic fields, as well
as AC electric-dipole traps (far-off-resonant laser traps).

This work was supported by the Army Research Office and the
Office of Naval Research (Project number 42791-PH).
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